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AUC or Accuracy Specificity (TNR) Sensitivity (TPR)

90:10 train-test split

DT  0.962±0.00 0.977±0.00 0.946±0.00

MLP 0.986±0.00 0.991±0.00 0.981±0.01

1D CNN 0.964±0.00 0.978±0.00 0.952±0.01

Leave-one-out cross-validation (L1OCV)

DT 0.762±0.20 0.822±0.16 0.697±0.23

MLP 0.803±0.23 0.846±0.22 0.756±0.25

1D CNN 0.812±0.21 0.851±0.20 0.763±0.25

MLMODELS

Using Machine Learning to Automate
CERVICAL Pre-cancer Screening

Problem

Solution

DataSET MEAN + STANDARD DEVIATIONS across THE THREE ML
TECHNIQUES AND TWO splitting APPROACHES.

Whole sample evaluation on unseen data. histopatho-
logy lines Indicate confirmed underlying diseased or

healthy tissue to compare Model predictions with.

Histopathological labels
Healthy vs. precancerous (CIN3).
Mueller matrices containing
tissue-light interaction info.

2 Data types to relate:

DETECTING CERVICAL
CANCER IN EARLY PRE-MALIGANT
PHASE (CIN3) Can improve survival.

CURRENT SCREENING MEASURES LACK
SENSITIVITY AND RELY ON HUMAN EYE.

NOVEL OPTICAL TECHNIQUE, MUELLER
POLARIMETRY, CAN DETECT MICRO-
STRUCTURAL TISSUE CHANGES
ASSOCIATED WITH PRE-CANCER.

USE MACHINE LEARNING TO RELATE
THESE CHANGES TO GOLD STANDARD
HISTOPATHOLOGY LABELS.

A shortcoming of The current
ML approach is that it can't
indicate when NEW samples Are
dissimilar to the data it trained
on. we can address this problem
USING Uncertainty estimation.

Quantitative Results

QuaLitative Results
Bayesian
Statistics

We will use a Bayesian approach
to output predictions as prob-
ability distributions Rather than
point estimates like in this work.

CONCLUSION
results illustrate how the
conventional 90:10 splitting
approach can yield deceptive-
ly high performance.

NEXTSTEPs

Decision Tree DT
multi-layer perceptron MLP
 D convolutional neural
network  d CNN1
1

The more realistic L1OCV still
obtains promising performance
but suggests more work needed
before clinical deployment.

This will reflect how confident
or familiar the model is with the
data it is being applied to which
will make clinical deployment
more feasible.

mode = predicted output.
spread = model uncertainty.
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Experimental setup.

90:10 Train:Test split randomly
shuffle All pixels and split into train
(90%) + Test (10%) sets. repeated 30
times then averaged.
Leave-one-out cross-validation
Each Tissue sample witheld from
training as test set, results averaged.

2 Approaches compared: 3 Methods compared:


