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Figure 1: Volumetric projection-based telepresence in fictional visions of the future do not guarantee eye-contact. For instance,
the character in (A) is looking down, while the character in (B) is looking forward, thus, their eye gaze does not match. We
present a design space where (C) and (D) can communicate with eye-contact.

ABSTRACT
Modern volumetric projection-based telepresence approaches are
capable of providing realistic full-size virtual representations of
remote people. Interacting with full-size people may not be desir-
able due to the spatial constraints of the physical environment,
application context, or display technology. However, miniaturizing
remote people can create eye-gaze matching problems. Eye-contact
is essential to communication as it allows for people to use natural
nonverbal cues and improves the sense of “being there”. In this
paper we discuss the design space for interacting with volumetric
representations of people and present an approach to dynamically
manipulate scale, orientation and position of holograms that guar-
antees eye-contact. Results garnered from a 14 participant test of
our Augmented Reality prototype show improved collaboration
and mutual participant awareness.
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1 INTRODUCTION
In this paper we report on research into sharing gaze cues in volu-
metric teleconferencing applications. Virtual volumetric projections
(VVPs), popularly known as holograms1 of remote people, are a
familiar image in fictional visions of the future. They have been
widely used in sci-fi pop culture (e.g. Forbidden Planet, Star Wars, To-
tal Recall,Matrix Reloaded) as an example of future communication
technology. As opposed to phone calls or 2D video conferencing sys-
tems, VVPs can offer a full body portrayal of remote people [3, 14]
and create an approximation of a co-located experience [15]. This
allows the sharing of non-verbal visual cues including gaze, posture,
proxemics and deitic gestures in addition to normal speech and
facial expressions [4, 6].

Different technologies have been proposed to achieve volumet-
ric projections, including: see-through HMDs (head-mounted dis-
plays) [14], 3D stereoscopic displays [3], spinning 2D displays [10],
perspective-corrected projections [16], balls of super-heated plasma
in 3D space [11] or particle systems combined with lasers [18].
Among the proposed technologies, see-through HMDs stand out
1Not to be confused with the sophisticated printing technology that has already laid
claim to the term hologram [17].
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as being those that more closely resembles the science fiction de-
pictions of holographic remote communication, and recent work
has successfully applied this approach to create co-located experi-
ences [14].

However, holograms for remote conferencing do not address one
primordial aspect of face-to-face communication, gaze-matching.
This is where one person’s gaze in a conversation matches that of
their conversation partner. Take the interaction depicted in Figure 1
as an example. In Figure 1A, the soldier has a small virtual projection
of the remote hooded figure on his hand, forcing him to look down.
In contrast, in Figure 1B, the hooded figure sees a projection of
the soldier that allows him to look him directly forward. From
the hooded figure’s point of view, the soldier is not talking to him,
but to his own hand. This exact same problem happens in current
hologram-based teleconferencing applications, not promoting eye-
contact (EC) between both speakers, unless when dealing with
talking heads [5, 7, 13] or using real-size projections [14, 16]. When
miniaturization of remote people is necessary, eye-contact is lost.

In the present work, we address the gaze mismatch problem for
holographic-based communication: how to manipulate the posi-
tion, orientation and scale of a remote person in order to guarantee
eye-contact between both speakers. We propose a design space
to promote eye contact in different scenarios and conditions, pre-
senting a real-time approach to manipulate both local and remote
holograms. Using the gaze direction from each user towards their
visualized hologram, we transform the virtual volumetric projection
in order to guarantee eye-contact.

To demonstrate this, we developed an augmented reality-based
prototype 2 to assess the correct functioning of the algorithm. There-
fore, the main contributions of the paper are: 1) detailed discussion
of the design space and 2) an algorithm to achieve gaze matching.

In the following, we discuss eye-contact in remote communica-
tion, its importance and challenges, describe the proposed hologram-
space, and the implemented prototype to validate it. Finally, we
discuss the implications of this research for future telepresence-
based communications.

2 EYE-CONTACT IN REMOTE
COMMUNICATION

Previous research [1, 2] describes in detail the different benefits
EC offers to human communication. This sentiment is shared by
previous work on teleconferencing, citing eye contact as a key part
of any communication system [9]. Moreover, research on virtual
avatars showed that informed eye contact improved the perceived
sense of presence [8], which is our goal when representing remote
people in such communication systems.

Argyle and Dean [2] describe functions and determinants of EC
which can have a direct impact in creating the desired type of com-
munication. While there are extensive reviews of the functions and
purposes of EC in human relationship, we can highlight four key
points that can have a direct impact on developing teleconferencing
applications.
Turn-taking: when EC is broken it may indicate a third party is
present, meaning the conversation partner is not ready to receive

2Figures of our prototype depict the remote person as blue to be more clearly distin-
guished. Such effect was not present in the prototype.

the message. This is relevant for remote-collaboration, given that
one is not co-located with the other speaker having no awareness of
the environment and possible distractions. Moreover, studies show
that there is more EC when one is listening instead of speaking,
and people glance up and away before and after starting to speak.
Information-seeking: Assessing how the transmitted message is
received by the partner. A wide array of emotions can be detected
through the gaze direction of the other speaker. Naturally, this is
interleaved with individual differences regarding the amount of
EC utilized during conversations, which can differ due to culture,
gender, or disabilities.
Cooperation, Likeness, and social status: Different levels of
hierarchy, submission, or intimacy can be expressed through the
amount of EC established. EC is also higher if both elements are
cooperating in a task instead of competing, and is also related to
the likeness and intimacy one speaker has with the other.
Nature of the topic: there is more EC when less personal topics
are discussed and when the content is straightforward. Correct EC
can quickly inform speakers about the nature of the discussion.

Only by promoting these four points in holographic-based tele-
conferencing applications we will be able to value these experiences
the same as physically-present communications, and apply them
to novel scenarios (e.g. job interviews, dating, interrogation, dis-
cussion and brain storming). As mentioned previously, current
teleconferencing applications either do not correctly promote EC
between speakers, or do so by strict restrictions on the practical
applications of the systems (e.g. do not support miniaturization or
movement of the speakers). The following discussion will motivate
and guide the design of unrestricted holographic-based applications
where EC is guaranteed.

3 EYE-TO-EYE HOLOGRAM SPACE
Given a face-to-face remote interaction scenario where holograms
are being used to display both interlocutors’ remote conversation
partner, a generic scenario can be described in order to clearly
discuss the challenges posed to guarantee eye contact between the
participants. This can be seen in Figure 2A.

In the described scenario, the main elements of the hologram
spacesA and B are SA and SB , which represent each of the speakers.
PA and PB , represent the position where the hologramsSB → A
and SA → B will be displayed, respectively. Finally, we assume two
main areas FA and FB , representing the floor of the space where SA
and SB are reliably tracked and captured by the chosen technology.

Our goal is to guarantee eye-contact between both interlocutors
without making the hologram float above the positions PA and PB
where the display technology is set, thus only manipulating the 3D
representation’s orientation, scale, and position in the XZ plane
defined by areas FA and FB .

3.1 Challenges
Given the described scenario and its components, the real elements
in space Amay differ from B in their size, positions, and relation
to each other. This section will discuss each one of the challenges
that arise when this happens and their possible solutions, which
will incrementally contribute to a final approach.
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Figure 2: Definition of hologram space (A), Problems A B and C, with the final proposed view-matching algorithm representa-
tion (B to D). ®Vb is the view vector from Hb to Sa , and ®F forward vector for Hb

3.1.1 Difference between surfaces. Given two hologram spaces,
one aspect that will be highly variable between scenarios is the
position where the holograms will be displayed (PA, PB ). Be it due
to different display technologies, difference in height between desks
supporting such displays, or the context where this technology is
being used. For this first scenario, we assume equal heights between
speakers SA and SB . A simple example can be seen in Figure 2A,
where PA is located in the floor, and PB on top of a desk. If the
holograms are rendered using their real-world scale, speakers will
naturally break eye contact, as SA will be looking straight ahead,
and SB will be looking up. One solution in this case, is to downscale
SA→B , and eye-contact is re-established.

3.1.2 Height differences: "Big Baby" effect. In a two way conver-
sation, it is also likely that both participants have different heights.
Lets consider again the previously presented scenario, where PA
differs from PB , their relative position to the visualized hologram
is the same, but both speakers have different heights. This would
mean that in order to maintain eye-contact between both speakers,
we would also need to upscale SB → A. If the height difference was
small, it would not severely affect the holographic representation.
However, lets consider the situation in Figure 2C, where a parent
SA is talking to his baby SB . In order to maintain eye contact, we
could downscale SA→B to SB ’s height, and then upscale SB→A to
SA’s height. Although eye-contact would be maintained, we would
have a very unrealistic representation of the baby, which we call
the "Big Baby" effect.

This up-scaling transformation would guarantee that both speak-
ers would be at an equal eye height, but would also end up causing
a mismatch in the perceived scale of SB→A by Sa , which could
mean that eye contact would be broken. Moreover, as mentioned
by Sherdoff and Noesel [17], enlarged holographic representations
of one of the speakers can be interpreted as a sign of superior
hierarchy. Social hierarchy would not be a problem in the father
baby scenario, but could be an issue during a meeting between two

co-workers with a considerable height difference or if one of them
is seated.

This scenario indicates that the scaling factor applied to each
one of the speakers must consider their height difference, so that
only SA→B is down-scaled as much as needed to keep the height
difference between him and SB , as indicated by Figure 2C. Such
transformation would ensure that eye-contact is not lost during the
communication.

3.1.3 Position related to the surfaces. Finally, let us consider the
fact that people move around the holographic display, while still
inside FA and FB . Assuming the camera system that captures SA
and SB knows their relative position from the center of the tracking
area, it is a straightforward process to keep their holographic rep-
resentation always in the center of PA and PB , regardless of their
location.

Another question that can be posed is of their bodily orienta-
tion. In order to guarantee eye-contact between both speakers, the
holograms should be facing each other. Moreover, if one decides to
turn their backs from the hologram they are talking to, this should
be correctly represented remotely, so eye-contact is not artificially
created. Each representation can be rotated according to the angle
described by ∠ ®Eb ®Eh , where ®Eb = Sr − Pr is the gaze direction of
the remote speaker Sr when looking at his hologram at Pr , and
®Eh = Pl − Sl the desired gaze direction of local hologram at Pl in
the direction of local speaker Sl .

Finally, the proposed scaling in the previous scenario was based
solely on height differences. Naturally, if the speaker’s position
relatively to the hologram is different, so is the angle from which
one speaker looks to the other. In order to maintain eye contact,
we must scale each holographic representation according not only
to the height difference, but matching the viewing angle of both
speakers. Figure 2D describes the applied scaling transformation,
where the viewing angle θ is used to calculate the proper height of
the remote speaker.
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Figure 3: Flowchart summarizing the scaling component of
our algorithm.

3.2 Scaling Algorithm
To deal with aforementioned challenges, we propose an algorithm to
automatically scale holographic representations in order to ensure
eye-contact. It runs locally for each one of the hologram spaces,
requiring access to all of the previously mentioned variables on
both sides (SA, SB , PA, PB , FA and FB ).

A simplified version of the scaling component, which is the most
key aspect of the design space, can be seen in Figure 3, which can
be summarized by the following three scenarios:
The simplest case: If we are able to downscale (i.e. hologram is
taller than local user as in Figure2B) the remote user’s representa-
tion locally and know that his/her new scale will enable the remote
speaker to downscale our representation to provide eye-contact,
we end the algorithm.
A second case: If we are able to downscale the remote user’s rep-
resentation locally, but we know that the remote user will have
to upscale our representation to provide eye contact, we use the
viewing vector-based correction to calculate a local scale that will
not force the remote participant to upscale.
The final case: If we are forced to upscale locally to provide eye
contact, we just use the current scale we have for the remote person,
since they will downscale using the viewing vector on their end to
provide eye-contact.

4 VALIDATION AND DISCUSSION
We implemented a Unity3D-based3 prototype to validate our pro-
posed gaze-matching approach, showing that communication is
possible maintaining eye contact throughout different workspace
settings. We used the Creepy Tracker Toolkit [19] to capture and
broadcast a point cloud representation of each participant, which
was then rendered through the Meta24 AR headset as a hologram.
Headset position was obtained using OptiTrack markers on the
HMDs, as well as the hologram position. The prototype can be seen
in Figure 4. For this matter, we had pairs of subjects communicate
using our prototype with a given riddle to be solved, followed by
a semi-structured interview. Our experiment had 7 pairs of partic-
ipants who were acquainted to each other, with ages from 23 to
45 years old (average 27), 9 male and 5 female. Most participants
had rarely or never used augmented reality setups, but the large
majority frequently was familiar with video-chat systems.

Participants reported that our described hologram space pro-
motes EC between remote people, enabling seamless turn-taking,
and rendering the remote participant at an adequate size to allow
3Unity3D: http://unity3d.com
4Meta2 Glasses: https://www.metavision.com

Figure 4: Full setup for the prototype. Remote user in blue
just to illustrate the concept. Actual rendering had realistic
colors.

face-to-face communication including body language expression.
During the experiments, we observed that the participants’ be-
haviour was adequate to a joint problem solving task. They shared
less EC during information sharing phase, and a higher amount
when engaged in discussion, specially when posing questions or in
humorous moments. Overall, participants had no difficulty adapt-
ing to this novel type of communication, being able to consistently
locate their partner, and solve the proposed riddles.

The use of an HMD made some participants misinterpret the
existence of eye-contact, as they did not directly see their conver-
sational partner’s eyes, as pointed by Orts et al. [14]. Alternative
types of visualization (specialized displays, techniques [3, 10, 16],
or real hologram rendering [11, 18]) can be used to overcome it.
Future research must adapt these visualization techniques to be as
flexible as AR regarding visualization position. Alternatively, work
on facial reconstruction to remove HMD’s can be included in this
type of application [21] as well as eye gaze correction [12, 20].

5 CONCLUSIONS AND FUTUREWORK
In this paper, we address the gaze matching problem introducing a
design space for future Augmented Reality conferencing approaches
using volumetric projections of remote people. We contribute with
an approach to dynamically scale remote people by considering dif-
ferences in height, positioning, orientation and the characteristics
of the surrounding space. We validated this concept by presenting
an AR-based prototype where eye-contact is guaranteed, discussed
the observed results of our experiment, and what they indicate us
about where should future work in this design-space be focused.
The most recent advances on rendering people as avatars provide a
good foundation for researchers to focus on the next AR challenge,
that is, on how volumetric projections of remote people can react
and relate to the physical environment where they are depicted.
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